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AN ALGORITHM BASED ON THE DYNAMIC PROGRAMMING PRINCIPLE 

FOR DETERMINING THE OPTIMAL SYNTHESIS WITHIN THE 

DYNAMICAL SYSTEMS 

Associate prof. Valentin Gârban, Ph.D, 

Titu Maiorescu University, Bucharest, Faculty of Informatics  

  
 
 
 
 
 
1. THE PRELIMINARY CONCEPT  
In  [1] then is applied the dynamic programming method for solving the optimal Bolza type control 

problems with Hamiltonian diferentiable, in case of unautonomy, resulting the sufficient conditions of 
optimality. Based on these conditions a general algorithm for the optimal synthesis calculus of problem like 
this was elaborated.  

 As an application it was used the algorithm for solving it the linear–quadric problem without 
restrictions (linear regulator problem), obtaining the same results like using the algorithm of Riccati 
matriceal differential equation.  

The principal concepts and definitions used in this paper are: 

Definition 1.1 

It is named (unautonomous) command system, the following:  

 ( ) ( ) ( )( ), , , , , , , ,0 FE E U f∑ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅U , where: 

 1). ,0 FE E ⊂ R x
nR  are disjunct and nonempty sets and represent the initial and final  

events multitude; in addition, 0EEF ⊂  ( 0E  is dense in  FE ); 

2). ( ) ( )0 0.,. : mU E R→P  is the command restriction multifunction (application with 

values in nonempty sets) and has the property that its graph, 

( )( ) ( )( ) ( ){ }xtUuExtuxtUGY ,,,,,, ∈∈=⋅⋅= 00  is a relative close set in 0
mE R× ; 

 3). f(⋅,⋅,⋅) : 0
mY R→  is a Peano-Lipschitz parameterized vectorial field, defined on the open set 

0   and  n mY R R R Y Y⊂ × × ⊂ ; 

 4). For each ( ),0 0 0t x E⊂ , admitted command set ( ),0 0t xU  in comparison with initial 

point ( ),0 0t x  is one of the sets ( ),0 0t xmU , ( ),0 0t xrU  or ( ),0 0t xcpU  of all the 

applications ( ) ( )( ) ( )0 0 0 0: , , , m
Fu t t t x u U E R ⋅ ⋅ → ⊂   for which the solution 

( )( ).; , , .0 0x t x u  of the Cauchy problem ( ) ( ) 00      xtxtuxtf
dt

dx
== ),,,(       

 (1.1) 

Abstract 

This paper proposes a general algorithm for determining the optimal synthesis of the dynamical systems that take 
part in classes of optimal control problems of Bolza type with hamiltonian  diferentiable. This algorithm is based on 
the dynamic programming principle. 

 

keywords: dynamical systems, Bolza problem, hamiltonian diferentiable, Cauchy problem



exists, is unique and defined on the whole interval ( )( ) ( )0 0 0 0, , , . m
Ft t t x u U E R  → ⊂   and 

verify the conditions: 

  a). ( )( ) ( )( )( ) FFF Euxtxuxtt ∈⋅⋅ ,,,,, 0000 , where:   (1.2) 

  ( )( ) ( )( ) ( )( )⋅⋅=⋅ uxtuxttxuxtx FF ,,;,,,, 000000 ; 

  b). ( )( )( ) ( ) ( )( )[ ]⋅∈∀∈⋅ uxttttEuxttxt F ,,,,,,;, 000000 ;  

 (1.3)  

 c). ( ) ( )( )( ) ( ) ( )( )[ ]⋅∈∀⋅∈ uxttttuxttxtUtu F ,,,,,,;, 00000       (1.4) 

The solution ( )( )⋅⋅ uxtx ,,; 00  is named admitted trajectory for the u(⋅) command. It is 

demonstrated that in the conditions of this definition, the admitted commands are equivalent classes 

determined by the following equivalence relation: ( ) ( )⋅≅⋅ 21 uu , if these are applications of the same 

type (meaning that they are measurable, bounded, ruler riglate and continuous on segments), 

( )( ) ( )( ) FFF tuxttuxtt =⋅=⋅ 200100 ,,,,  and ( ) ( )⋅=⋅ 21 uu  almost everywhere on the interval 

[ ]Ftt ,0 . 

Definition 1.2 

It is named optimal control problem a pair ( )( ), , ;C∑ ⋅ ⋅ ⋅ , where  

( ) ( ) ( )( ), , , ; , , , ,0 FE E U f∑ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅U  is a unautonomuos command system (definition 1.1),  

( ) ( )( ), ; : ,C G R⋅ ⋅ ⋅ ⋅ ⋅ →U  is a function defined on the graph of the admitted command multifunction, 

( )( ) ( )( ) ( ) ( ){ }0000000 xtuExtuxtG ,,,,,, UU ∈⋅∈⋅=⋅⋅  and represent the cost functional 

associated to the  ∑ command system. 

For every ( ) 000 Ext ∈, , is named optimal command for the ( )( ), , ;C∑ ⋅ ⋅ ⋅  problem, 

relative to the initial point ( )00 xt ,  an admitted command ( ) ( )00 xtu ,~ U∈⋅ , which verifies the 

relation:   ( )( ) ( )( ) ( ) ( ){ }000000 xtuuxtCuxtC ,;,min~;, U∈⋅⋅=⋅ ,    (1.5) 

and the solution ( )( ); , ,0 0x t x u⋅ ⋅%  is named optimal trajectory relative to the ( )00 xt , . According to 

this definition, an optimal control problem represents a family of minimization problems for all functionals 

( ) ( )0 0 0 0, ; : ,C t x t x R⋅ →U , when ( ) 000 Ext ∈,  [2], [3]. 

Dynamic programming method, first presupposes the solving of an infinite-dimensional 

minimization problem of the functional ( ) ( )0 0 0 0, ; : ,C t x t x R⋅ →U  therefore determining an 

optimal command ( ) ( )0000
xtu xt ,~

, U∈⋅  for every ( ) 000 Ext ∈,  and then solving the finite-

dimensional minimization problem: 

 ( ) ( ) ( ){ }, min , ; , ,0 0 0 0 0 0 0W t x W t x t x E= ∈% %                     

 (1.6) 

where: ( ) ( )( ),, , ; .
0 00 0 0 0  t xW t x C t x u= ⋅%  



The complete solution of an optimal control problem is the determination, for each 

( ) 000 Ext ∈, , of an optimal command according to ( ) ( )0000
xtu xt ,~

, U∈⋅ , therefore the 

determination of an optimal command selection for admitted commands multifunction ( )⋅⋅,U . 

  

     Definition 1.3 

It is named optimal synthesis of the optimal control problem ( )( ), , ;C∑ ⋅ ⋅ ⋅ , an application 

( ) ( ), : 0 0v E U E⋅ ⋅ →  with the property that for every ( ) 000 Ext ∈, , the Cauchy problem  

                                ( )( ) ( ), , , , 0 0
dx

f t x v t x x t x
dt

= =    

 (1.7) 

 admit the solution ( ) ( )0 0 0 0 0; , : , , n
Fx t x t t t x R ⋅ → %% , which verifies the integral equation: 

 ( ) ( )( ) ( )000   

0

xtItdssxsfxtx
t

t

,,, ∈+= ∫ , so that ( )⋅
00 xtu ,

~  defined by   

 ( ) ( )( ) ( ), , ; , , , ,
0 0 0 0 0 0 0   t x Fu t v t x t t x t t t t x= ∈   %% % ,           

 (1.8) 

is an optimal command for the ( )( ), , ;C∑ ⋅ ⋅ ⋅  problem with respect to ( )00 xt , . 

Definition 1.4 

It is named Bolza optimal control problem an optimal control problem ( )( ), , ;C∑ ⋅ ⋅ ⋅ , for which 

exist ( ), : Fg E R⋅ ⋅ →  inferior semi-continuous and ( )0 , , :f Y R⋅ ⋅ ⋅ → , continuous with reference 

to arguments ensemble and local-lipschitzian with reference to the second argument on the open set Y so 
that the cost functional is: 

( )( ) ( )( ) ( )( )( )

( )( ) ( )( )
( )( )

( ) ( ) ( )
, ;

, ; , , , , ,

, ; , , , , , , ,
0 0

0

0 0 0 0 0 0

0 0 0 0 0 0 0 0 
F

F F

t t x u

t

C t x u g t t x u x t x u

f t x t t x u u t dt t x E u t x

⋅

⋅ = ⋅ ⋅ +

+ ⋅ ∈ ⋅ ∈∫ U
 

 (1.9) 

The Bolza optimal control problem is ( ) ( ) ( )( ),, , , , ,0B g f= ∑ ⋅ ⋅ ⋅ ⋅ ⋅ . 

An essential role in dynamic programming method presented in this paper is the value function of 
an optimal control problem, defined by: 

Definition 1.5 

It is named value function of the Bolza optimal control problem 

( ) ( ) ( )( ),, , , , ,0B g f= ∑ ⋅ ⋅ ⋅ ⋅ ⋅ , the function ( ) 0, : FW E E E R⋅ ⋅ = ∪ → , defined by: 



( )
( ) ( )

( )( ) ( ) ( ){ } ( )

0 0 0 0

0 0

0 0 0 0 0 0 0

,   if ,
,

min , , ,   if  ,

Fg t x t x E
W t x

C t x u u t x t x E

∈
= 

⋅ ⋅ ∈ ∈ U
   (1.10) 

where  ( ), ;C ⋅ ⋅ ⋅  is the cost functional (1.9). 

The idea for using the value function appears for the first time at Carathéodory, but that is used for 
solving the variational calculus problems. The method was fundamented by Bellman in “Dynamic 

Programming” edited in 1957 by Princetown University. He named it dynamic programming method 
and he used it for solving a larger class of optimization problems, named dynamic problems. 

 
2.  ALGORYTHM FOR THE OPTIMAL SYNTESIS CALCULUS OF THE BOLZA PROBLEMS 

WITH DIFFERENTIALE HAMILTONIAN 

 

 The algorithm is used for the determination of the optimal synthesis ( ) ( ), : 0 0v E U E⋅ ⋅ →  

(definition 1.3.) for the Bolza problem ( ) ( ) ( )( ), , , , ,m m mB g f= ∑ ⋅ ⋅ ⋅ ⋅ ⋅  on the command system 

( ) ( ) ( )( ), , , , , , , ,0m F mE E U f∑ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅U , where 0 and FE E  are: 

 

( ) { } ( )0 0 0, , ,  opened, , ,n n
F F FE T T R E T X X R T T T= × = × ⊂ ∈ ∈ −∞R . 

 Step  I      The following presuppositions are verified:  
     (I.1)    

( ) { } ( )0 0 0, , ,  opened, , ,n n
F F FE T T R E T X X R T T T= × = × ⊂ ∈ ∈ −∞R ; 

     (I.2) Set ( )( ) ( ) ( ) ( ){ }, , , , , ,0G U t x u t x E u U t x⋅ ⋅ = ∈ ∈  is the intersection of an closed set 

from 
n m

R R R× ×  with 0
m

E R× ; 

     (I.3) The applications ( ), ,f ⋅ ⋅ ⋅  and ( ),0f ⋅ ⋅  are continuous in all arguments and locally lipschitz in 

correspondence with the second argument on an opened set Y that contains ( )( ),0Y G U= ⋅ ⋅ ; 

     (I.4) The function ( ) ( ), : Fg T g X R⋅ = ⋅ →  is a C2 class.  

Step II   The Bolza problem pseudoHamiltonian is defined by, 

( ) ( ) ( ) ( )0 0, , , , , , , ,   for , , , n
t x p u p f t x u f t x u t x u Y p R= + ∈ ∈H  and  

( )
( )

( ) ( ) 0
,

, , min , , , ,  where , , n

u U t x
H t x p t x p u t x p A E R

∈
= ∈ ⊂ ×H , A0 is the set of all 

points ( )( ) 0, , n
t x p E R∈ ×  for which the function ( ), , ,t x p uH  reaches its minimum on the 

set ( ) ( ){ }0, , , n
U t x t x E p R∈ ∈   the multifunction is built up: 

   ( ) ( ) ( ) ( ){{ }ˆ , , , , , , , ,U t x p u U t x t x p u H t x p= ∈ =H and verifies the presuppositions:  

(II.1) For every ( )( ), , ,  F Fs X T s Dg s A∈ ∈ and every ( ), ,t x p A∈ , the sections  



( ){ } ( ){ }, ,, ,  and , ,n n
t p t xA x R t x p A A p R t x p A= ∈ ∈ = ∈ ∈  are opened in 

n
R , 

and ( ), ,H t ⋅ ⋅  is continuous and 
2C  class is proportional with second and third arguments (x and p) . 

(II.2) The ( )ˆ , ,U ⋅ ⋅ ⋅  multifunction is locally bounded (every point ( ), , 0t x p A∈  admits a bounded 

neighborhood 0 0A A⊂%  so that the set ( ) ( ){ }ˆ , , , , 0U r y q r y q A∪ ∈ %  is bounded). 

Step III   We consider the associated Hamiltonian system, with terminal conditions: 

      

( ) ( )

( ) ( ) ( )

3

2

, , ,   ,

, , ,   

n
F

dx
D H t x p x T s X R

dt

dp
D H t x p p T Dg s

dt


= = ∈ ⊂


 = − =


and the maximal solution is determined   (2.1) 

( ) ( ) ( )( ) ( )(* , , , , : , n n
X s X s P s t s T R R⋅ = ⋅ ⋅ → × , for any Fs X∈ . 

Step IV   For each ( ],0t T T∈  it can be determined the section of D sets by t,  

( ) ( )({ },t F FD s X t I s t s T X= ∈ ∈ = ⊂  (obviously, T FD X= ) and all 

opened subsets t tD D⊂% , maximal in ratio with inclusion for which the restriction 

( ) ( ), : ,t tX t D X t D⋅ →% %  is reversible. Let ( ) ( )( ), ,
1

tDS t X t
−

⋅ = ⋅ % . For every selection 

tt D%a  of sets like this, with property: ( ) [ ), ,t rs D s D r t T∈ ⇒ ∈ ∀ ∈% % , is can be determined 

{ }inf1 tt t T D= ≤ ≠ ∅%  and there are retained only the selections for which 1t T< . The next 

steps of the algorithm are made for every selection like these. 

 Step V   A selection  tt D%a  is chosen, with properties from step IV and it verifies the next 

presupposition: ( ),S ⋅ ⋅  application, determined at the IV
th

 step: ( ) ( )( ), ,
1

tDS t X t
−

⋅ = ⋅ %  is 

differentiable on the set 0 0E E⊂% , where: ( ) ( ) ( ){ }, , , ,0 1 tE t x E t t T x X t D= ∈ ∈ ∈% % . 

Step VI  It is determined an application ( ) ( ), : 0 0v E U E⋅ ⋅ →% % , measurable, which verifies 

the condition:  ( ) ( )( )( ) ( )( )ˆ, , , , , , 0v t x U t x P S t x t x E∈ ∀ ∈ %             (2.2) 

and is retained as an optimal synthesis for the problem ( )mB%  obtained from the given problem ( )mB  

by replacing set 0E  in presupposition (I.1) with set 0E%   obtained in the 5th step. For each 

( ),0 0 0t x E∈ %  is retained ( ) ( )( ); ; ,0 0 0x x X S t x⋅ = ⋅%  as optimal trajectory and 



( ) ( )( ) [ ], ; ; , , ,
0 0 0 0 0t xu t v t x t t x t t T= ∈% % , as optimal command for the ( )mB%  problem, relative 

at the initial point ( ),0 0t x . 

Step VII   For each Fs X∈  it can be determined: 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ), , , , , , , , , , ,0
3 dr  

t

T

X t s g s P r s D H r X r s P r s H r X r s P r s = + − ∫

It is calculated the value function of the problem ( )mB% , respectively ( ) ( )( ), , ,0W t x X t S t x= , 

where ( ), 0 0t x E E∈ ∪% . The 5th, 6th and 7th steps are returned for every selection tt D%a  

determinated at the 6th step.  
The algorithm presented in this paper is very general; it is preponderantly theoretical and it can be 

utilized to solve the Bolza optimal control problems if their hypotheses are consistent with the ones settled 
in this paper. 
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SOLVING SOME OPTIMIZATION PROBLEMS USING choco LIBRARY 

Lect. Radu Boriga, PhD student, Titu Maiorescu University, Bucharest 

choco is a Java library for constraint satisfaction problems, constraint programming and explanation-based 

constraint solving. It is built on an event-based propagation mechanism with backtrackable structures which is 

optimized using backjumping and backmarking techniques. In this article we present how to model some 

optimization problems by constraint satisfaction problems and how to solve them using choco. 

 

Keywords: constraint programming, choco, optimization problem, constraint satisfaction problem, knapsack 

problem 

 

1. CONSTRAINT SATISFACTION PROBLEM (CSP) 

 

Although the works devoted to programming constraints have emerged since the 70s, the most clear 

definition of such programming was given by Eugene Freuder 1997: ”Constraint programming represents one of 

the closest approaches computer science has yet made to the Holy Grail of programming: the user states the 

problem, the computer solves it.” 

A constraint is a logical relationship between several variables of a problem, each variable taking values in a 

given domain. It can be noted that, in general, constraints may specify partial information, are non-directional, 

are declarative, are additive and are rarely independent. 
From the properties listed above we can see that modeling a problem by using constraint programming lies in 

determining a finite number of variables with finite domeins and a finite set of constraints between them. 

Finding a solution for this problem consists in determining some acceptable values for each variable so as 

not to violate any constraint. Depending on the nature of the problem, solving it can mean to identify either a 

single solution or all solutions, or to identify an optimal solution, if it has been defined an objective function, 

too.  

 

Formally, a Constraint Satisfaction Problem (CSP) is defined ([1], [2]) by a triplet (X,D,C) such as: 

 

1. Variables: }{
n
xxxX ,...,,

21
=  is the set of variables of the problem. 

2. Domain: D is a function which associates to each variable xi its domain D(xi), i.e., the possible values 

that can be assigned to xi )1( ni ≤≤  ; 

3. Constraints: }{
n
cccC ,...,,

21
=  is the set of constraints. Each constraint cj is a relation between a subset 

of variables which restricts the domain of each one )1( nj ≤≤ . 

 
We say that a constraint is satisfied if the tuple of the values of its variables belongs to the relation describing 

the constraint. Thus, solving a CSP consists in finding a tuple on the set of variables such that each constraint is 

satisfied. 

 
2. ABOUT choco 

 

choco is an efficient constraint system for research and development and a readable constraint system for 

teaching ([4], [6]). It was started in 1999 within the OCRE project, a French national initiative for an open 

constraint solver for both teaching and research involving researchers and practitionners from Nantes (Ecole des 

Mines), Montpellier (LIRMM), Toulouse (INRA and ONERA) and Bouygues SA. Its first implementation was 

in CLAIRE ([6]). In 2003, choco went through its premiere major modification when it has been implemented 

into the Java programming language. The objective was to ensure a greater portability and an easier takeover for 

newcomers.  

In September 2008, when the second version was published, choco is being taken a step further: it offers a 

clear separation between the model and the solving machinery (providing both modelling tools and innovative 

solving tools), a complete refactoring improving its general performance, and a more userfriendly API for both 

newcomers and experienced CP practionners ([6],[5]). 

As a problem modeler choco is able to manipulate a wide variety of variable types (integer, set and real) 

and to accept over 70 constraints: 

• all classical arithmetical constraints (equal, not equal, less or equal, greater or equal, etc.); 

• boolean operations between constraints; 

• table constraints defining the sets of tuples that (do not) verify the intended relation for a set of 

variables; 



• a large set of useful classical global constraints including the alldifferent constraint, the global 

cardinality constraint, the nvalue constraint, the element constraint, the cumulative 

constraint; 

• most recent implementations of global constraints, including the tree constraint and the geost 

constraint. 

As a solver choco provides several implementations of the various domain types (enumerated, bounded, 

list-based and integer variables) and several algorithms for constraint propagation (algorithms for table 

constraints, full and bound alldifferent, parameterized cumulative, etc.). It can either be used in satisfaction mode 

(computing one solution, all solutions or iterating them) or in optimization mode (maximisation and 

minimisation). Search can be parameterized using a set of predefined variable and value selection heuristics.  

Finally, when converting the model into a solver-specific problem, choco can enter into a pre-processor 

mode that will perform some automatic improvements in the model. 

 

3. THE KNAPSACK PROBLEM 

 

3.1 The Binary Knapsack Problem 

 

Firstly, we review the terms of the Binary Knapsack Problem: “Considering a set of n items, for each item 

we have associated a profit pj and a weight wj )1( nj ≤≤ . The objective is to pick some of the items, with 

maximal total profit, while obeying that the maximum total weight of the chosen items must not exceed the 

weight W which can be loaded in a knapsack. Moreover, any item can be fully charged or not at all.” Generally, 

the coefficients are scaled to become integers, and they are almost always assumed to be positive. 

Starting with the solution described in ([3]), it’s easy to model this problem by the next CSP: 

 

1. Variables: }{
n
xxxX ,...,,

21
=  

2. Domain: },...,2,1{},1,0{)( nixD
i

∈∀=  

3. Constraints: ∑ ≤
=

n

k
kk

Wwx
1

 

4. Goal: to maximize ∑
=

n

k
kk

px
1

 

 
Based on the CSP above mentioned, we can model and solve the problem in a few steps using choco: 

 

1. creating a new model: 

Model m = new CPModel(); 

 

2. creating the variables: 

IntegerVariable[] x = makeIntVarArray("x", n, 0, 1, "cp:enum"); 

IntegerVariable c = makeIntVar("c", 1, 1000000, "cp:binary"); 

 

3. creating the constraints: 

m.addConstraint(leq(scalar(w, x), W)); 

m.addConstraint(eq(scalar(p, x), c)); 

 

4. creating a new solver and loading the model into it: 

Solver s = new CPSolver(); 

s.read(m); 

 

5. solving the problem: 

s.maximize(s.getVar(c), false); 

 

6. printing all the solution: 

System.out.println("Maximum benefit: " + s.getVar(c).getVal()); 

  for (int i = 0; i < n; i++) 

   System.out.println("Object " + (i + 1) + ": " + s.getVar(x[i]).getVal()); 

 

 

 



3.2 The Bounded Knapsack Problem 

 

The Bounded Knapsack Problem specifies for each item j )1( nj ≤≤ , additionally, an upper bound uj (which 

may be a positive integer) on the number of times item j can be selected. 

 It’s easy to see that the only a minor difference appears when we are creating the variables x1,…,xn: 

 
IntegerVariable[] x = makeIntVarArray("x", n); 

 for(int i=0;i<n;i++) 

  x[i]=makeIntVar("x"+i,0,u[i],"cp:enum"); 

 

3.3 The Unbounded Knapsack Problem 

 

In the Unbounded Knapsack Problem (sometimes called the Integer Knapsack Problem) we does not put any 
upper bounds on the number of times an item may be selected. Anyway, it’s clear that each item j can be used at 

most [W/wj] times )1( nj ≤≤ .  

 It’s easy to see that, again, the only a minor difference appears when we are creating the variables x1,…,xn: 

 
IntegerVariable[] x = makeIntVarArray("x", n); 

 for(int i=0;i<n;i++) 

  x[i]=makeIntVar("x"+i,0,W/w[i],"cp:enum"); 

 

4. A PAYMENT METHOD OF AN AMOUNT USING A MINIMUM NUMBER OF COINS 

 

Let’s assume that we have an amount S and n types of coins with values v1, v2,...,vn. We want to pay the 
amount S using a minimum number of coins. As the Knapsack Problem, this problem has a binary, a bounded or 

an unbouded version. To avoid unnecessary exposure charge, we will consider the unbounded version. 

Starting with the solution described in ([3]), it’s easy to model this problem by the next CSP: 

 

1. Variables: }{
n
xxxX ,...,,

21
=  

2. Domain: },...,2,1{]},/[,0{)( nivSxD
ii

∈∀=  

3. Constraints: ∑ =
=

n

k
kk

Svx
1

 

4. Goal: to minimize ∑
=

n

k
k
x

1

 

 

Based on the CSP above mentioned, we can model and solve the problem in a few steps using choco: 

 

1. creating a new model: 

Model m = new CPModel(); 

 

2. creating the variables: 

IntegerVariable[] x = makeIntVarArray("x", n); 

for(int i=0;i<n;i++) 

x[i]=makeIntVar("x"+i,0,S/v[i],"cp:enum"); 

IntegerVariable nc = makeIntVar("c", 1, 1000000, "cp:bound"); 

 

3. creating the constraints: 

m.addConstraint(eq(scalar(v, x), S)); 

m.addConstraint(eq(sum(x), nc)); 

 

4. creating a new solver and loading the model into it: 

Solver s = new CPSolver(); 

s.read(m); 

 

5. solving the problem: 

s.minimize(s.getVar(c), false); 

 

 
 



6. printing all the solution: 

System.out.println("Minimum number of coins: " + s.getVar(nc).getVal()); 

 for (int i = 0; i < n; i++) 

 System.out.println("Coin " + (i + 1) + ":" + s.getVar(x[i]).getVal()); 

 

 

 

7. CONCLUSIONS 

 

Using constraint satisfaction problems for solving some optimization problems, or, moreover, for solving 

problems which requires exhaustive searches, has multiple advantages: 

 

• the programmer doesn’t need to implement an exhausitve search algorithm; 

• the source code becomes smaller and more readable; 

• the optimization is made automatically, due to the implicit using of backjumping and backmarking 
algorithms, but it can be defined by the programmer, too. 
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1. THE PRELIMINARY CONCEPT
In  [1] then is applied the dynamic programming method for solving the optimal Bolza type control

problems with Hamiltonian diferentiable, in case of unautonomy, resulting the sufficient conditions of
optimality. Based on these conditions a general algorithm for the optimal s ynthesis calculus of problem like
this was elaborated.

 As an application it was used the algorithm for solving it the linear –quadric problem without
restrictions (linear regulator problem), obtaining the same results like using the algorithm of Riccati
matriceal differential equation.

The principal concepts and definitions used in this paper are:

Definition 1.1

It is named (unautonomous) command system, the following:

      , , , , , , , ,0 FE E U f        U , where:

1). ,0 FE E  R x
nR  are disjunct and nonempty sets and represent the initial and final

events multitude; in addition, 0EEF   ( 0E  is dense in FE );

2).    0 0.,. : mU E RP  is the command restrict ion multifunction (application with

values in nonempty sets) and has the property that its graph,

        xtUuExtuxtUGY ,,,,,,  00  is a relative close set in 0
mE R ;

3). f(,,) : 0
mY R  is a Peano-Lipschitz parameterized vectorial field, defined on the open set

0   andn mY R R R Y Y    ;

4). For each  ,0 0 0t x E , admitted command set  ,0 0t xU  in comparison with initial

point  ,0 0t x  is one of the sets  ,0 0t xmU ,  ,0 0t xrU  or  ,0 0t xcpU  of all the

applications       0 0 0 0: , , , m
Fu t t t x u U E R       for which the solution

  .; , , .0 0x t x u  of the Cauchy problem     00 xtxtuxtf
dt
dx

 ),,,(

(1.1)

Abstract
This paper proposes a general algorithm for determining the optimal synthesis of the dynamical systems that take
part in classes of optimal control problems of Bolza type with hamiltonian  diferentiable. This algorithm is based on
the dynamic programming principle.



exists, is unique and defined on the whole interval     0 0 0 0, , , . m
Ft t t x u U E R      and

verify the conditions:

a).        FFF Euxtxuxtt  ,,,,, 0000 , where: (1.2)

         uxtuxttxuxtx FF ,,;,,,, 000000 ;

b).           uxttttEuxttxt F ,,,,,,;, 000000 ;

(1.3)

c).             uxttttuxttxtUtu F ,,,,,,;, 00000 (1.4)

The solution    uxtx ,,; 00  is named admitted trajectory for the u() command. It is

demonstrated that in the conditions of this definition, the admitted commands are equivalent classes

determined by the following equivalence relation:     21 uu , if these are applications of the same

type (meaning that they are measurable, bounded, ruler riglate and continuous on segments),

      FFF tuxttuxtt  200100 ,,,,  and     21 uu  almost everywhere on the interval

 Ftt ,0 .

Definition 1.2

It is named optimal control problem a pair   , , ;C    , where

      , , , ; , , , ,0 FE E U f        U  is a unautonomuos command system (definition 1.1),

    , ; : ,C G R     U  is a function defined on the graph of the admitted command multifunction,

          0000000 xtuExtuxtG ,,,,,, UU   and represent the cost functional

associated to the  command system.

For every   000 Ext , , is named optimal command for the   , , ;C     problem,

relative to the initial point  00 xt ,  an admitted command    00 xtu ,~ U , which verifies the

relation:           000000 xtuuxtCuxtC ,;,min~;, U , (1.5)

and the solution   ; , ,0 0x t x u   is named optimal trajectory relative to the  00 xt , . According to

this definition, an optimal control problem represents a family of minimization problems for all functionals

   0 0 0 0, ; : ,C t x t x R U , when   000 Ext ,  [2], [3].

Dynamic programming method, first presupposes the solving of an infinite -dimensional

minimization problem of the functional    0 0 0 0, ; : ,C t x t x R U  therefore determining an

optimal command    0000
xtu xt ,~

, U  for every   000 Ext ,  and then solving the finite -

dimensional minimization problem:

      , min , ; , ,0 0 0 0 0 0 0W t x W t x t x E  
(1.6)

where:     ,, , ; .
0 00 0 0 0 t xW t x C t x u 



The complete solution of an optimal control problem is the determination, for each

  000 Ext , , of an optimal command according to    0000
xtu xt ,~

, U , therefore the

determination of an optimal command selectio n for admitted commands multifunction  ,U .

     Definition 1.3

It is named optimal synthesis of the optimal control problem   , , ;C    , an application

   , : 0 0v E U E    with the property that for every   000 Ext , , the Cauchy problem

    , , , , 0 0
dx f t x v t x x t x
dt

 

(1.7)

 admit the solution    0 0 0 0 0; , : , , n
Fx t x t t t x R    , which verifies the integral equation:

      000
0

xtItdssxsfxtx
t

t
,,,   , so that  

00 xtu ,
~  defined by

      , , ; , , , ,
0 0 0 0 0 0 0t x Fu t v t x t t x t t t t x      ,

(1.8)

is an optimal command for the   , , ;C     problem with respect to  00 xt , .

Definition 1.4

It is named Bolza optimal control problem an optimal control problem   , , ;C    , for which

exist  , : Fg E R    inferior semi-continuous and  0 , , :f Y R    , continuous with reference

to arguments ensemble and local -lipschitzian with reference to the second argument on the open set Y so
that the cost functional is:

         

     
  

     
, ;

, ; , , , , ,

, ; , , , , , , ,
0 0

0

0 0 0 0 0 0

0 0 0 0 0 0 0 0

F

F F

t t x u

t

C t x u g t t x u x t x u

f t x t t x u u t dt t x E u t x


    

     U

(1.9)

The Bolza optimal control problem is       ,, , , , ,0B g f       .

An essential role in dynamic programming method presented in this paper is the value function of
an optimal control problem, defined by:

Definition 1.5
It is named value function of the Bolza optimal control problem

      ,, , , , ,0B g f       , the function   0, : FW E E E R     , defined by:



 
   

         
0 0 0 0

0 0

0 0 0 0 0 0 0

,   if ,
,

min , , ,   if  ,

Fg t x t x E
W t x

C t x u u t x t x E

 
    U

(1.10)

where  , ;C     is the cost functional (1.9).

The idea for using the value function appea rs for the first time at Carathéodory, but that is used for
solving the variational calculus problems. The method was fundamented by Bellman in “ Dynamic
Programming” edited in 1957 by Princetown University. He named it dynamic programming method
and he used it for solving a larger class of optimization problems, named dynamic problems.

2.  ALGORYTHM FOR THE OPTIMAL SYNTESIS CALCULUS OF THE BOLZA PROBLEMS
WITH DIFFERENTIALE HAMILTONIAN

The algorithm is used for the determination of the optimal synthesis    , : 0 0v E U E  

(definition 1.3.) for the Bolza problem       , , , , ,m m mB g f        on the command system

      , , , , , , , ,0m F mE E U f        U , where 0 and FE E  are:

     0 0 0, , ,  opened, , ,n n
F F FE T T R E T X X R T T T       R .

Step  I The following presuppositions are verified:
     (I.1)

     0 0 0, , ,  opened, , ,n n
F F FE T T R E T X X R T T T       R ;

     (I.2) Set          , , , , , ,0G U t x u t x E u U t x      is the intersection of an closed set

from
n mR R R   with 0

mE R ;

     (I.3) The applications  , ,f     and  ,0f    are continuous in all arguments and locally lipschitz in

correspondence with the second argument on an opened set Y that contains   ,0Y G U   ;

     (I.4) The function    , : Fg T g X R     is a C2 class.

Step II The Bolza problem pseudoHamiltonian is defined by,

       0 0, , , , , , , ,   for , , , nt x p u p f t x u f t x u t x u Y p R   H  and

 
 

    0
,

, , min , , , ,  where , , n

u U t x
H t x p t x p u t x p A E R


   H , A0 is the set of all

points    0, , nt x p E R   for which the function  , , ,t x p uH  reaches its minimum on the

set     0, , , nU t x t x E p R    the multifunction is built up:

        ˆ , , , , , , , ,U t x p u U t x t x p u H t x p  H and verifies the presuppositions:

(II.1) For every   , , ,F Fs X T s Dg s A  and every  , ,t x p A , the sections



     , ,, ,  and , ,n n
t p t xA x R t x p A A p R t x p A       are opened in

nR ,

and  , ,H t    is continuous and
2C  class is proportional with second and third arguments ( x and p) .

(II.2) The  ˆ , ,U     multifunction is locally bounded (every point  , , 0t x p A  admits a bounded

neighborhood 0 0A A  so that the set     ˆ , , , , 0U r y q r y q A    is bounded).

Step III We consider the associated Hamiltonian system, with terminal conditions:

   

     

3

2

, , ,  ,

, , ,

n
F

dx
D H t x p x T s X R

dt
dp

D H t x p p T Dg s
dt

    

  


and the maximal solution is determined   (2.1)

        * , , , , : , n nX s X s P s t s T R R      , for any Fs X .

Step IV For each  ,0t T T  it can be determined the section of D sets by t,

    ,t F FD s X t I s t s T X      (obviously, T FD X ) and all

opened subsets t tD D , maximal in ratio with inclusion for which the restriction

   , : ,t tX t D X t D    is reversible. Let     , ,
1

tD
S t X t


    . For every selection

tt D  of sets like this, with property:    , ,t rs D s D r t T      , is can be determined

 inf1 tt t T D    and there are retained only the selections for which 1t T . The next

steps of the algorithm are made for every selection like these.

 Step V A selection tt D  is chosen, with properties from step IV and it verifies the next

presupposition:  ,S    application, determined at the IV th step:     , ,
1

tD
S t X t


     is

differentiable on the set 0 0E E , where:       , , , ,0 1 tE t x E t t T x X t D     .

Step VI  It is determined an application    , : 0 0v E U E    , measurable, which verifies

the condition:         ˆ, , , , , , 0v t x U t x P S t x t x E    (2.2)

and is retained as an optimal synthesis for the problem  mB  obtained from the given problem  mB
by replacing set 0E  in presupposition (I.1) with set 0E   obtained in the 5 th step. For each

 ,0 0 0t x E   is retained     ; ; ,0 0 0x x X S t x    as optimal trajectory and



      , ; ; , , ,
0 0 0 0 0t xu t v t x t t x t t T   , as optimal command for the  mB  problem, relative

at the initial point  ,0 0t x .

Step VII   For each Fs X  it can be determined:

               , , , , , , , , , , ,0
3 dr

t

T
X t s g s P r s D H r X r s P r s H r X r s P r s    

It is calculated the value function of the problem  mB , respectively     , , ,0W t x X t S t x ,

where  , 0 0t x E E  . The 5th, 6th and 7th steps are returned for every selection tt D
determinated at the 6 th step.

The algorithm presented in this paper is very general; it is preponderantly theoretical and it can be
utilized to solve the Bolza optimal control problems if their hypotheses are consistent with the ones settled
in this paper.

REFERENCES
1. GÂRBAN, Valentin – Contributions at the Interaction Operators Study Into Multilevel Systems with

Functional Hierarchy,Bucharest, Military Technical Academy, 2000, Doctoral dissertation.
2. BERKOVITZ, L.D. - Optimal Control Theory, Springer, New York, 1974 .
3. MIRICĂ Şt. – Optimal Control. Sufficient Conditions and Synthesis.  Scientific Press, Bucharest, 1990.
4. CASTAING,C., VALADIER, M. – Convex Analysis and Measurable Multifunctions.  Springer, New

York, 1984.
5. ROCKAFELLAR, R. – Convex Analysis. Princetown University Press, Princetown, 1970.
6. HALANAY, A. – Differential Equations , Pedagogic and Didactic Press, Bucharest, 1972.
7. HARTMAN, P.H. – Ordinary Differential Equations,  New York, 1964.
8. BELEA, C. – System Theory. Non-Linear Systems, Pedagogic and Didactic Press , Bucharest, 1985.
9. IONESCU, V. - System Theory. Linear Systems,  Pedagogic and Didactic Press, Bucharest, 1985.
10. IONESCU, V., LUPAŞ, L. - Calculus Techniques in System Theory , vol I şi II, Technical Press,

Bucharest 1974.
11. GÂRBAN, V. – Sisteme dinamice. Metode şi algoritmi în teoria sistemelor optimale, Military

Technical Academy Press, Bucharest, 2002.



CREATIVE TEACHING STRATEGIES FOR THE APPLIED SOCIAL 

SCIENCES 
 

Prof. Nancy Sherman Bradley University 

 Prof. Linda Lyman Illinois State University 

                                                                               Associate Prof. Margo Heydt    Xavier University 
 

                                                                                     
 

 
 

Abstract: The authors describe teaching strategies they have developed for graduate education in 

Educational Administration, Professional Counseling and Social Work. In these applied professions, adult 

learners are best served by active, engaged, and reflective teaching strategies. The strategies are based on 

principles of adult learning theory and cooperative learning and have been evaluated by students as 

valuable learning experiences. Three strategies, a symposium presentation, prevention program, and group 

budgeting project are described in term of design, structure, outcome and evaluation. Additional strategies 

are briefly described that utilize the latest technologies. The strategies aim to exemplify the process of 

teaching theory to practice in the chosen profession. 
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INTRODUCTION 

 
In teaching graduate students in professional master's programs in the social sciences, it has been the 

authors' experience that cooperative learning approaches are particularly well suited to graduate education. 

In professional programs, students are embarking on careers in which their ability to successfully interact 

with a variety of people in a variety of roles is essential. As school principals, students with the master's 

degree in Leadership in Educational Administration need  skills in organizational leadership, effective 

personnel practices, and community building in many different settings. As school and mental health 

counselors, students will work with organizations, individuals, groups, families, and the larger community 

in promoting mental health. Cooperative learning approaches at the graduate level accomplish the goals 

described by Natasi and Clements (1991) such as "enhanced academic achievement and cognitive growth, 

motivation and positive attitudes toward learning, social competence, and interpersonal relations" (p.111). 

In addition, at the graduate level, cooperative learning approaches can provide "real life" experiential 

learning depending on the nature of the project, utilizing the process of theory to practice. 

 
The authors believe in the power of a "connected class." Describing a connected class as providing a 

culture for growth, Belenky, Clinchy, Golberger and Tarule (1986) explain that "the connected teacher tries 

to create groups in which members can nurture each other's thoughts to maturity" (p. 221). The cooperative 

learning projects presented use strategies that are interactive and facilitate connected knowing. "Connected 

knowing builds on the subjectivists' conviction that the most trustworthy knowledge comes from personal 

experience rather than pronouncements of authorities. . .Connected knowers develop procedures for gaining 

access to other people's knowledge" (pp. 112-113). Successful teaching of graduate students requires an 

understanding of adult learning. Extrinsic motivation to learn as an adult may include the opportunity for a 

promotion, entry to a new career, more money, or simply a need to keep up with change (Rogers, 1989). 

Intrinsic motivation varies from student to student. Whatever the motivation, graduate students respond to 

teaching that actively involves them in a learning process, allows for choice and working at their own pace, 

is directed toward relevant or practical skills and knowledge, and makes use of their experience (Rogers, 

1989). Active learning strategies, which form the basis of cooperative learning projects, have been shown 

to increase student motivation, especially for graduate students (Bonwell & Eison, 1995). 



Cooperative group learning projects are particularly suited to graduate students. The problem-centered 

orientation to learning characteristic of adults was identified by Knowles (1970) as one of the most basic 

characteristics  of  adult  learning.  According  to  Knowles  (1984),  there  are  four  important  distinctions 

between adult and child learners: These assumptions are that, as a person matures, (1) self-concept moves 

from one of being a dependent personality toward one of being a self-directing human being, (2) the adult 

learner accumulates a growing reservoir of experience that become an increasing resource for learning, (3) 

readiness to learn becomes oriented to the developmental tasks of social roles, and (4)  time perspective 

changes from one of postponed application of knowledge to immediacy of application, and orientation 

toward learning shifts from one of subject centeredness to one of problem centeredness. (p. 39) Cooperative 

learning methods, in general, share characteristics that contribute to the learning of adult students. While 

working in cooperative groups, students use collaborative, pro-social behavior to accomplish learning tasks 

or projects. Projects and activities are structured so that students are positively interdependent as well as 

individually accountable for their learning.  Successful teaching and learning for graduate students involves 

organizing learning experiences that take into account these characteristics of adults. Links between what 

we know about adult learning and cooperative learning led the authors to develop the variety of cooperative 

learning strategies described in this paper. 

 
GROUP INVESTIGATION: SYMPOSIUM 

 
For graduate course titled "Legal and Social Change," the author adapted for graduate students the group 

investigation model developed by Thelen (Joyce & Weil, 1986). The course description is as follows: 

"Analysis of effects of legal and social change on the lives of young people and on the work of educators 

and other helping professionals." Course goals are: (a) to stimulate reflection on aspects of life in our 

culture that limit both freedom and the full development of human potential, (b) to consider creative 

responses to these limitations, and (c) to examine one's own personal commitment to valuing of diversity, 

dignity, dialogue, and democracy. The course  meets  weekly for two and one-half  hour sessions and 

typically involves 20 to 25 students. 

 
Design 

 
This adaptation of the group investigation model requires groups of from four to six students to confront a 

social issue and report on the results of their investigation in a Symposium, a 90 minute workshop style 

presentation. A Symposium is defined as "a conference or meeting for the discussion of some subject, 

especially  an  academic  topic  or  social  problem"  (Collins  Dictionary  and  Thesaurus,  1987).  Students 

become experts on social issues and work through the processes of: (a) selecting and refining a topic, (b) 

formulating an investigation process, (c) completing additional research and developing the workshop, (d) 

and presenting the Symposium. Topics are investigated both nationally and in terms of the local area. 

 
Structure 

 
Symposium group members use some class time, approximately an hour from each of several class 

periods, to plan and develop the Symposium presentation. Groups of from four to six persons are created by 

the instructor to give students the experience of working with diversity. The first phase of the project, 

selecting and refining a topic, can be structured in several ways. Sometimes the topics have been 

predetermined and are simply broad categories such as changing families, welfare, poverty, or racism, for 

example. When this approach is used, students' topic preferences are taken into account in making group 

assignments. Other times students are put into diverse groups and then challenged to develop a topic of 

interest to all. Another variation has been to assign students to groups by age diversity and to give each 

group a different decade to investigate, beginning with the 1950s. Subtopics for the decade group 

investigations are the same for each group and identified by the instructor. Each week a new decade is 

presented and as the weeks unfold, students develop a better historical understanding of social issues such 

as poverty, housing, racism, violence, and gender and lifestyle issues. Whatever the topic, each student is 

expected through reading and research to become well informed about his or her Symposium topic 

generally, as well as about the sub-topic specifically. Once the topics have been decided students are 

guided in refining the topics through a series of questions. By the end of the first in-class planning session 
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